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INTRODUCTION

Advancements in radar and sensor technology are essential 
for maintaining quality intelligence, surveillance, and recon-
naissance (ISR) mission capabilities. The capabilities these 
advancements are achieving include the ability to provide 
persistent all-weather surveillance over wide areas of inter-
est. With modern-day warfare, this technology is essential in 
tracking activity and change in complex urban environments 
where nonconventional tactics are employed [1]. One impli-
cation of the technological advancements is the creation of 
a massive data problem that requires processing to be both 
in real time and close to the sensor in order to disseminate 
the vital information products to war fighters to support and 
positively affect their mission. Significant improvements in 
high-performance computing (HPC) technology make it 
possible to enable such a data-to-decision information path-
way in real or near-real time.

Research and development being performed at the Air 
Force Research Laboratory’s (AFRL’s) Information Director-
ate is leading the way by providing a scalable, reconfigu-
rable, embedded processing capability to ingest raw sensor 
data, process the data into information, and distribute the 
products to the war fighter. The Information Directorate’s 
work is being performed under two projects, Airborne Wide 
Area SAR Processing (AirWASP) and Radiofrequency Adap-
tive Persistent ISR Data (RAPID) Link. The AirWASP proj-
ect is focused on the processing capability, and the RAPID 
Link project is developing the data air-to-ground downlink 
portion. This paper addresses the requirements, generation, 
processing needs, and system design for AirWASP.

For demonstration purposes, AirWASP has teamed with 
AFRL’s Sensors Directorate and its Gotcha II program. Got-

cha II is the Sensors Directorate’s second generation of an 
ISR system that provides wide-area persistent surveillance 
using two synthetic aperture radar (SAR) systems. Such SAR 
systems are computational and data intensive, with large 
incoming (radar phase history) and outgoing (surveillance 
products produced) data streams. This teaming arrange-
ment has been ongoing for a number of years, enabling each 
directorate to increase its system’s capabilities with advanc-
ing technology. Increased capabilities, while beneficial when 
considering the outcome, poses a major challenge in terms of 
processing requirements, which are amplified when requir-
ing processing to be done in real time and close to the sensor.

This particular ISR mission is considered a massive data 
problem as it consists of processing multiple channels of ra-
dar data arriving at 2 GB/s per channel to produce high-
resolution SAR imagery for a 20-km-diameter area with 
314-gigapixel images produced once every 2 s. When evalu-
ating the processing power required to handle this amount 
of data, which is described in greater detail later, we see that 
over 80 trillion floating-point operations per second (Tflop/s) 
must be processed onboard an aircraft. To put into perspec-
tive the magnitude of this value, consider that one central 
processing unit (CPU) used to build the AirWASP system is 
capable of achieving 124.8 billion floating-point operations 
per second (Gflop/s) [2]. If using only the CPUs mentioned, 
hundreds of processors would be required, clearly eliminat-
ing any chance of processing onboard. While heterogeneous 
computing, which is used for this system, reduces the need 
for using so many CPUs, the ease of programming hetero-
geneous computers for optimal performance escalates the 
difficulty of the problem. Typically, real-time processing for 
massive data problems of this magnitude is done using large, 
power-hungry supercomputers located on the ground, with 
ample resources.

	 The airborne processing capability developed for 
the current iteration of AirWASP demonstrates substantial 
improvement over previously demonstrated capabilities 
[3]. The heterogeneous AirWASP high-performance embed-
ded computer (HPEC) system, Coeus, was developed using 
state-of-the-art, general-purpose graphical processing units 
(GPGPUs) and CPUs—all while considering stringent size, 
weight, and power (SWaP) constraints. In the following sec-
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tions, we review the AirWASP project and cover require-
ments, generation, processing needs, tradeoffs, system de-
sign, and our future vision.

BACKGROUND

Embedded computing systems fulfill a range of mission 
needs and can be used in a variety of situations that are con-
strained by SWaP. The development of embedded systems 
has diversified to include meeting changing requirements 
[4]. Due in part to the drive for development of HPC sys-
tems for military ISR missions, the embedded computing 
industry has invested increasing resources toward develop-
ing HPEC systems [1]. For example, without the use of an 
HPEC system, a typical mission collecting 100 TB of sensor 
data could process and analyze only 0.09% of that data with 
current downlink capabilities [1]. The need for processing 
onboard and close to the sensor is increasingly prevalent and 
necessary in military applications.

Addressing the need for HPC while maintaining energy 
efficiency introduces a challenge in design, as greater com-
puting power generally results in greater energy consump-
tion [4]. The challenge in reducing power requirements for 
high-performance computers can be put into perspective 
when evaluating the peak power requirements for supercom-
puters on the Top500 List and Green500 List. Among those at 
the top of the list, several computers have a peak power per-
formance requirement that rises above 10 MW, comparable 
to the amount of power required for a small city with 40,000 
people [4]. By comparison, the typical power available for 
an embedded computer on a military system is a very small 
fraction of that. However, the processing requirements for 
many military problems remain large, exceeding the billion 
floating-point operations per second range.

AirWASP HISTORY

Leveraging commercial off-the-shelf (COTS) systems in de-
velopment of HPECs has been essential in reduction of cost 
and schedule during the development cycle; furthermore, 
it makes performing technical refresh or system upgrades 
easier [1]. The progression of HPEC systems for processing 

radar data at the Information Directorate has improved over 
time, as illustrated in Figure 1.

Figure 1 depicts the Gotcha SAR-type program devel-
opment in the AFRL Information Directorate progressing 
from Swathbuckler, to VideoSAR, to AirWASP. Swathbuck-
ler, which used AFRL’s Coyote cluster and was completed 
in 2006, was designed for processing a swath of 40 km of 
high-speed radar returns using stripmap imagery. The ar-
chitecture was composed of an analog-to-digital converter 
sampling at 2 GHz and a field-programmable gate array 
(FPGA)–based downconversion to baseband. An HPEC 
system with embedded software for real-time image forma-
tion and a control processor were also included to manage 
parallel processing activities. Cluster nodes were composed 
of dual Intel Xeon servers equipped with an FPGA board 
in the front [5]. The system performance requirement of 100 
Gflop/s, sustained, was surpassed with the Coyote Cluster 
[6]. In addition, the use of COTS architecture allowed cost 
to remain low, especially when compared with other HPEC 
systems developed in the same time frame.

Completed in 2010, the VideoSAR project, using AFRL’s 
Horus Cluster, is composed of real-time, spotlight SAR for a 
9-km spot. As is the trend with government computing sys-
tems, employing COTS hardware helped keep costs low and 
facilitate changes and upgrades to the system. The Horus 
Cluster is composed of one head node, which provides in-
put and output (I/O) services, and eight compute nodes, 
each consisting of a Dell server with two Nvidia Tesla C2050 
GPGPUs [3]. The performance requirement of 22 Tflop/s 
for the VideoSAR project was significantly greater than that 
of Swathbuckler, at 100 Gflop/s [3], [6]. VideoSAR and Air-
WASP, while scalable and versatile, were designed with the 
Gotcha system in mind as a demonstration vehicle. As the 
Gotcha project progressed and the amount of data requiring 
processing commensurately and significantly increased, the 
need for improved HPEC system performance continued to 
rise as well, all while maintaining strict SWaP constraints.

DESIGNING THE SYSTEM

AirWASP is scalable across a range of requirements. How-
ever, for design purposes, the performance parameters of 
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the chosen demonstration vehicle, i.e., the Gotcha II system, 
were used (Table 1). As shown, the Gotcha II program has 
both an objective goal and a threshold goal. The AirWASP 
system was designed to meet the threshold goal; scalability 
was also considered during development in order to fulfill 
future needs of the objective goal.

The area of coverage listed in Table 1 depicts the diam-
eter of the area of interest. One mode of the Gotcha system 
regards flying a sensor in a circular path around a given 
area of interest as providing persistent surveillance of that 
area. This concept not only provides persistence but also al-
lows for the collection of multiple look angles over a shorter 
period of time compared with more conventional spotlight 
SAR [7]. Multiple look angles are necessary in order to create 
an image [7]. Given the circular area of interest, the follow-
ing equation was used to determine the number of pixels for 
each frame F, where r is the radius of the area and R is the 
resolution of the image:

	 (1)

Using the threshold values from Table 1 and Equation 1, 
one frame occupies 314 gigapixels. The processing power, 
or floating-point operations per second, necessary for pro-
cessing SAR images of this magnitude was the driving point 
of system development. Estimating the number of floating-
point operations required is dependent on the algorithm 
used for image formation. SAR data processing is typically 
done using one of two classes of algorithms: fast Fourier 
transform (FFT) based and backprojection. While algorithms 
based on FFT minimize the computational load and process-
ing time, they are less ideal when considering image process-
ing from a moving platform. For instance, FFT algorithms 
make assumptions that the aircraft flies in a straight line and 
at a consistent velocity and therefore is lacking in real-time 
situations [8]. The backprojection algorithm eliminates these 
issues at the price of increased computational complex-

Figure 1. 
Technology progression of embedded processing for onboard ISR systems.

Table 1.

Key Gotcha II Performance Parameters

Parameter Objective Threshold

Area of coverage 20-km diameter 10-km diameter

Surveillance area 314 km2 78.5 km2

X-band resolution 0.3 m 0.5 m 

UHF resolution 1 m 3 m 

Frame rate 4 frame/s 1 frame/2s
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ity. There are many algorithms 
based on the backprojection 
method that trade levels of pre-
cision for simplification. Among 
the variations are fast backpro-
jection and full backprojection, 
two algorithms used for image 
formation in the AirWASP proj-
ect; these are discussed in subse-
quent sections.

A base estimate for the num-
ber of floating-point operations 
per second required for process-
ing the image is determined us-
ing Equation 2, as subsequently 
shown. The Gotcha II program 
uses both X-band and ultra-
high-frequency (UHF) radar, as 
illustrated in Table 1. X-band 
radar is significantly more com-
plex to process and is used in 
a 6:2 ratio compared to UHF. 
Therefore, it was the primary 
specification used for determination of system requirements. 
The pulse repetition frequency (PRF) for X-band radar giv-
en by Gotcha II specifications covers a range of values; for 
computational estimation purposes, a median value of 15 
kHz was used. The PRF for UHF is roughly one-third that 
of X-band. Using a frame size (total number of pixels) of 314 
gigapixels and a frame rate (number of frames per second) of 
0.5 frame/s, Equation 2 was used, where 35 is the number of 
operations required to process 1 pixel using the single-stage 
backprojection algorithm [9]. Equation 2 quantifies the per-
formance P (in units of floating-point operations per second) 
required to sustain a frame rate with a particular PRF, frame 
size, and frame rate.

	 (2)

For the 10-km-diameter spot case of Table 1, Equation 2 
reveals that 82.5 Tflop/s sustained are required to process 
the wide-area SAR images in real time. The software de-
velopment team leveraged backprojection algorithms that 
provided efficiency and reduced the overall processing per-
formance requirements, having decreased the number of 
floating-point operations needed to produce a frame,

The computational requirements of the system, while 
demanding, are not a burden given current state-of-the-
art computing architectures. The AirWASP system is data 
driven when processing in real time, which forms the main 
design and development difficulties. The AirWASP system 
receives data from an onboard storage system via seven 
peripheral component interconnect express (PCIe) 2.0 chan-
nels—six X-band channels and one UHF channel. The wire-
speed transfer rate for PCIe 2.0 across 16 lanes is 8 GB/s, 
and the acquisition rate for the X-band data is 2 GB/s per 

channel, transferring about 720 GB/min of raw X-band data 
to the processor [10]. Front-end processors (FEPs) typically 
are used to assist in dealing with the high I/O data rates to 
reduce the likeliness of bottlenecks. A common architecture 
for front-end processing is FPGA-based and is of increasing 
interest in radar processing, as FPGAs excel in performing 
repetitive tasks quickly, as well as preparing digital signals 
for further processing [11]. PCIe connections as a source 
of data transfer also necessitates that the system include a 
switch for sharing data among compute nodes.

BUILDING THE SYSTEM

The AirWASP system is a heterogeneous system composed 
of state-of-the-art CPUs and GPGPUs that fulfill previously 
mentioned requirements. As shown in Figure 2, the system 
consists of FEPs, a 40-GbE switch (GbE is equal to 1-gigabit/s 
Ethernet, i.e., Ethernet capable of transmitting data at the 
line rate of 1 billion bit/s), and six compute nodes. The block 
diagram in Figure 2 demonstrates the framework for pro-
cessing this particular problem; its versatility allows adjust-
ment of the number of compute nodes to accommodate ad-
ditional SWaP and mission constraints.

The data flow from the Gotcha II onboard processor re-
quires that an FEP be included in the system, as previously 
mentioned. The FEP provides a 10-s buffer and does limit-
ed processing of data prior to distribution to the compute 
nodes.

The primary sources of computation for the AirWASP 
system are the six compute nodes, illustrated to the right 
in Figure 2. Each compute node consists of one Intel E-2690 
high-performance server equipped with three Nvidia Tesla 
Kepler K20 GPGPUs. The use of GPGPUs for signal analy-

Figure 2. 
Coeus block diagram.
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sis has become increasingly popular, as they diversify from 
high-level graphical imaging, such as that used in gaming, to 
general-purpose computing. GPGPUs are viable when par-
allelization of tasks is possible. Nvidia’s Compute Unified 
Device Architecture programming model is especially useful 
in image processing with the use of the backprojection algo-
rithm. as it takes full advantage of parallelization [12]. GPG-
PUs were also chosen as the primary compute source for the 
SAR data given the high computational requirement. This 
was first demonstrated with the VideoSAR project in 2010 
(Figure 1) and is now being used in a somewhat different 
overall architecture in AirWASP. The most recent GPGPU on 
the market at the time of development, which was chosen for 
this project, was the Nvidia Tesla Kepler K20 [13]. The K20 
provided a significant improvement over previous Nvidia 
GPGPU architectures used in AirWASP predecessors, such 
as the Nvidia C2050 GPGPUs used in the VideoSAR proj-
ect, with a theoretical single-precision peak performance of 
3.5 Tflop/s, far surpassing any CPU on the market [3], [13]. 
Each compute node is capable of achieving 13 Tflop/s single 
precision and consumes approximately 1000 W [13]. To stay 
within power constraints and meet the processing require-
ments, six compute nodes are used.

As mentioned, communication among compute nodes 
is necessary in processing the Gotcha II data. The 40-GbE 
switch allows for high-speed data transfer among nodes, in-
creasing functionality of the system. The Dell Force10 Z9000 
plug-and-play data center core switch offers a 32-port, 40-
GbE switch and provides 2.5-Tb/s full-duplex, nonblocking 
line rate performance. The switch also supports 10-GbE con-
nections if required for additional missions. The data switch 
consumes a maximum of 800 W [14].

As discussed earlier, onboard computing systems place a 
greater stress on the SWaP of the system. Based on the avail-
able space for the projected aircraft to be used by the Got-
cha II program, SWaP constraints imposed on the AirWASP 
system are 27 rack units, 400 pounds, and 8000 W, respec-
tively. While the AirWASP system will initially be flown on a 
manned aircraft, the flexibility to reorganize the framework 
will allow the system to be flown on more SWaP-constrained 
platforms, such as may be the case with unmanned aircraft.

SOFTWARE AND DATA PROCESSING

Instead of developing an information system and basis for 
a specific task, e.g., a particular surveillance product, the 
technology provides capabilities and options through a new 
and innovative framework that allows a rapid response to 
changing requirements—providing a truly robust and ag-
ile solution. Specifically, in our approach, hardware com-
ponents such as CPUs and GPGPUs are linked to provide 
flexibility and enhanced operation through interlinked and 
configurable I/O connections and software components. 
Furthermore, each component is robust in that the configu-
rations provide varied and multiple data I/O streams. The 
advantage to this component model is the configurability to 

reorganize the system’s underlying operational framework 
in order to optimize processing-based needs and pertinent 
metainformation, which includes information on the raw 
data, the finished information products, and the system con-
straints, e.g., time, power, and storage. Therefore, the chal-
lenge addressed is understanding how to properly and ef-
fectively distribute each algorithm so as to minimize data 
movement and maximize processing throughput. These 
efforts expand the utilization of the code developed across 
multiple platforms, algorithms, system configurations, and 
ultimately, end-user needs.

To test these capabilities, a full backprojection SAR algo-
rithm was implemented. Many SAR image formation imple-
mentations avoid this algorithm because of the computa-
tional burden. For an N by N pixel image, with Np pulses of 
compressed range data, the number of operations is propor-
tional to

	 (3)

or on the order O(N3). While this puts an upper bound on 
the computational complexity, the value in pursing this al-
gorithm is that it is processing intensive and applicable to 
various complex remote sensing and military applications. 
When considering a real-time case, if the processor is capa-
ble of backprojecting a single pulse of data (Np = 1), to N by 
N pixels, at a rate less than or equal to one pulse repetition 
interval (PRI), the number of operations is on the order of 
O(N2) as determined by [3]. The total number of operations 
has not changed, although since we are processing in real 
time, we are constrained by the PRI. In exchange, the image 
formation is more robust, and it affords the opportunity to 
perform terrain height correction on the fly. In addition, for 
longer PRIs, assuming proper data support, techniques such 
as azimuth presuming may be employed to reduce the input 
data rate by downsampling azimuth data using a digital, 
low-pass filter [15]. These are specific examples of process-
ing needs that are analyzed, as part of the framework, to aid 
in maximizing effective utilization of both the hardware and 
the software available.

In the following paragraphs, key components of the Air-
WASP design are discussed in greater detail. Emphasis is 
placed on the benefits of such an integrated software- and 
hardware-adaptable construct. The key components are 
composed of the following:

1.	 Hardware configuration and performance gains, which 
include effective use of memory, parallel processing, and 
compute node processing

2.	 Metainformation and parameters that were investigated 
as part of the use of this framework, i.e., options related 
to subapertures, coordinate systems, and pulses

3.	 Operational improvements through innovative use of 
range and pulse data framing and the importance of be-
ing able to process on various computing configurations 
while effectively managing data movement
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Few assumptions are made 
about the underlying compu-
tational hardware, and it is 
up to the user to map the logi-
cal workflow of the process-
ing to the available computing 
resources for maximum per-
formance on a given system. 
The framework is composed 
of processing components that 
connect in a flexible manner to 
take advantage of the available 
hardware resources while try-
ing to meet mission objectives. 
For example, the full backpro-
jection SAR implementation is 
composed of several distinct 
components, each with a dif-
ferent function, including pulse 
preprocessing, pulse distribu-
tion, backprojection processing, 
subaperture summation, subim-
age integration, and VideoSAR. 
Each component has message 
passing interface connectors to 
pass data and control processing 
between compute nodes, as well 
as portable operating system in-
terface threading connectors to enable parallel processing on 
each compute node. In addition, preallocated inbound and 
outbound round-robin memory buffers are used at all stages 
of communication. Data are received by each component, 
processed synchronously, and then asynchronously sent to 
the next component. Figure 3 characterizes the AirWASP 
framework from a software development point of view.

Most SAR algorithms rely on precalculating coordinates 
in an Earth-centered, Earth-fixed coordinate frame or some 
other reference frame ahead of time. While this reduces the 
number of calculations needed for determining the range to 
each pixel, it has a hidden cost: coordinates must be loaded 
from global memory, which is relatively slow compared to 
processing speeds. In the case of AirWASP, all coordinates are 
calculated in an east, north, up (ENU) local reference frame 
relative to the image center. The lower-left coordinate is given 
some offset into the ENU plane. Since the pixels form a regu-
lar grid, the indices of the pixels plus the fixed offset (which 
can reside in cache) are used to calculate each geographic 
pixel location. When using terrain elevation data for height 
correction, the only additional piece of information that must 
be stored is the up component. As a result, less time is spent 
waiting on global memory reads. The object is to have the 
processors continuously processing data rather than idling 
because the next set of data is not available or falling behind 
because they cannot process the data fast enough.

Another optimization built into AirWASP is pulse range 
framing. In order to limit the amount of network and bus 

bandwidth needed, the software frames the data in the time 
domain, for each subimage, before being sent to a given 
backprojection component. In this manner, only the phase 
history data required by a given component are transferred, 
minimizing unnecessary data movement. This significantly 
eases the data rate requirements at any given node.

In addition, AirWASP contains an extensive and detailed 
logging subsystem that allows performance to be examined 
after each run. This allows for accurate pinpointing and ex-
amination of bottlenecks in the signal processing pipeline as 
both application software and system hardware evolve, with 
application software changing in terms of new functionality 
and hardware changing in terms of system-level optimiza-
tions, such as virtual interconnection network topologies. 
An example of an AirWASP configuration is illustrated in 
Figure 4.

Using 12 compute nodes of AFRL’s Condor supercom-
puter (4 nodes are shown in Figure 4), each with two Nvidia 
C2070 GPUs (for a total of 16 GPUs), this architecture has 
demonstrated the ability to generate 3 × 3 km full backpro-
jection VideoSAR imagery at 0.5-m resolution. This demon-
stration used a continuous stream of 2.6 million pulses at an 
input PRF of 3200 Hz for a total of 144 billion backprojec-
tions per second. Although some systems define their real-
time capabilities based on their output rate, AirWASP de-
pends on the input rate, which is driven by the PRF of the 
sensor. In other words, the goal of AirWASP is to process 
the input data, in this case range-compressed profiles, at the 
rate generated by the sensor (the PRF). Assuming a constant 

Figure 3. 
The AirWASP framework [16].
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synthetic aperture, the output data rate varies due to fluctua-
tions in the sensor platform’s speed. The image output rate 
was approximately 1.5 frame/s with less than 2 s of latency.

The AirWASP framework is designed to be expandable 
from its base circular spotlight VideoSAR mode. A coherent 
change detection (CCD) algorithm is being implemented, 
whereby a new CCD image is generated on each succes-
sive orbit. Parallel ground moving target indicator (GMTI) 
functionality is also planned. This functionality will work 
within the base architecture and only require the appropri-
ate additional computing resources in order to accomplish 
the mission. In the case of CCD, these requirements are quite 
modest due to the slow update rate. For GMTI, a different 
phase center will be processed in parallel. This effectively 
doubles the input data rate. In order to accommodate the 
increased data rate for GMTI, the user can choose to either 
add more hardware to the system or reduce the size of the 
area processed.

CONCLUSION

The AirWASP framework leverages enabling technologies 
to aid in persistent surveillance missions onboard a manned 
aircraft. While the system as described was developed to ful-
fill the needs of the Gotcha II program, the system’s versatil-
ity and modular design provide an abundance of technology 
options through framework design that will accommodate 
growing computing needs and can leverage technological 
advances.  
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